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AKTYWIZUJACY SCENARIUSZ LEKCJI
opracowany w ramach projektu
»INNOWACJE W EDUKACJI SZKOLNEJ"

Temat lekcji:

»Deepfake — czy mozna ufa¢ temu, co widzimy i styszymy?”
(Wizualna i dzwi¢kowa manipulacja — zagrozenia i sposoby

rozpoznawania)

1. Cele lekg;ji

Uczen:

rozumie, czym jest deepfake oraz jak powstaje,

Zna najczestsze zastosowania i zagrozenia zwigzane z technologia deepfake,
potrafi wskaza¢ cechy falszywego nagrania wideo lub audio,

rozumie, jak deepfake moze by¢ wykorzystywany w dezinformacji i cyberprzemocy,

rozwija umiejetnosci krytycznego odbioru materialéw multimedialnych w sieci.

2. Grupa docelowa

Uczniowie szkot podstawowych

3. Metody nauczania

Burza mézgow

Mini-wyktad z prezentacjg multimedialng

Analiza krétkich materiatow (screeny/wideo)

Cwiczenie w grupach — ,,Prawdziwe czy spreparowane?”
Dyskusja kierowana

Refleksja indywidualna
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4. Pomoce dydaktyczne / zrédla

Komputer, rzutnik, tablica interaktywna

Przyktadowe zrzuty ekranu lub kroétkie, fikcyjne (bezpieczne) filmy i nagrania
glosowe, w ktorych dokonano manipulacji (bez uzywania prawdziwych osob)

Karta ,,10 sygnaléw ostrzegawczych deepfake’u”
Lista stron edukacyjnych i fact-checkingowych:

o UE: https://edmo.eu, https://euvsdisinfo.eu

o Polska: https://demagog.orqg.pl

o Czechy: https://manipulatori.cz

o Stowacja: https://infosecurity.sk

o Ukraina: https://www.stopfake.org

5. Przebieg lekcji (45 min)

1. Wprowadzenie — czy nagrania zawsze pokazuja prawde? (5-7 min)

1. Burza mozgow — doswiadczenia uczniow (2—-3 min)

Nauczyciel prosi uczniow o podanie przyktadéw nagran z internetu, ktore wygladaty:
o ,dziwnie”, ,,nienaturalnie”,
o ,zbyt szokujaco, by byty prawdziwe”,
o budzity watpliwosci, czy naprawdg¢ przedstawiaja dang sytuacje lub osobe.

Odpowiedzi moga by¢ zapisane na tablicy w dwoch kolumnach:
,Nagrania, ktérym ufam” / ,,Nagrania, ktore wydawaly si¢ podejrzane”.

Celem jest pokazanie, ze w sieci nie wszystkie filmy 1 nagrania sg wiarygodne, nawet
jesli wygladaja profesjonalnie.

2. Pytania naprowadzajgce do krotkiej dyskusji (2 min)

Czy zawsze mozna wierzy¢ temu, co widzimy na filmie Iub styszymy w nagraniu?

Czy technologia moze sprawi¢, ze kto$ powie lub zrobi co$, czego nigdy nie
powiedziat ani nie zrobit?

Dlaczego coraz trudniej jest odrozni¢ nagrania prawdziwe od fatszywych?
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e Czy widzieliscie kiedys filmik, ktory wygladat na zart lub byt zmieniony przez filtry i
aplikacje? Jak to wplywa na wiar¢ w jego prawdziwosc?

3. Krotkie przyklady do analizy (opcjonalnie, 1-2 min)
Nauczyciel moze pokazaé¢ 2 obrazy lub kroétkie slajdy (fikcyjne):

o zdjecie/film przedstawiajace znang osob¢ w nietypowej sytuacji (np. przemawiajaca w
obcym jezyku),

o fragment spreparowanego nagrania z wyraznie nienaturalnym ruchem ust lub
dzwigkiem.
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fewer wrinkles

darker iris

fuller lips

Original Deepfake

1. Znana osoba w nietypowej, niecodziennej sytuacji
Obraz ukazuje celebrytg (np. na czerwonym dywanie) w niezwyktym
momencie — jak potknigcie, upadek lub inna niespodziewana sytuacja, ktora
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trudno bytoby obejrze¢ poza kontekstem. To doskonaty punkt wyjscia do
rozmowy o tym, jak fatwo mozna zmanipulowac kontekst.

2. Schematy deepfake — niepokojace detale twarzy
Obraz poréwnuje naturalne i zmanipulowane wideo: zauwazalne rdznice
wokot ust, spojrzenia, proporcje twarzy. Takie wizualne przyktady utatwiaja
zauwazenie subtelnych oznak fatszerstwa.

Nastepnie pyta:
e Czyto zdjecie wyglada prawdziwie? Co w nim budzi watpliwosci?
e Skad mozemy wiedzie¢, ze material jest wiarygodny?

4. Dopowiedzenie nauczyciela — informacje merytoryczne (2 min)

o Deepfake to falszywe nagranie wideo, obraz lub dzwigk, stworzone przy pomocy
sztucznej inteligencji, ktore udaje prawdziwy materiat.

o Technologia ta potrafi podmieni¢ twarz, gtos lub cate zachowania cztowieka w
nagraniu, tak ze wyglada to niezwykle realistycznie.

e Cele stosowania deepfake:
o rozrywka (np. filtry, humorystyczne filmiki),
o oszustwa i wyludzenia pieni¢dzy, podszywanie si¢ pod znane osoby,
o szantaz, cyberprzemoc, niszczenie reputacji,
o dezinformacja polityczna i spoteczna, tworzenie fatszywych dowodow.

e Zagrozenie: w erze deepfake coraz trudniej odr6zni¢ prawde od manipulacji, dlatego
uczymy si¢ uwaznie analizowaé nagrania, zanim im zaufamy lub udostgpnimy dalej.

2. Mini-wyklad: Czym jest deepfake i jakie niesie zagrozenia? (10-12 min)
1. Wprowadzenie (1 min)
e Nauczyciel pyta:
o Czy wierzycie we wszystko, co widzicie w filmach w internecie?
o Czy nagranie wideo zawsze pokazuje prawde?

o Podkresla, ze w erze nowych technologii ,,zobaczy¢” nie zawsze znaczy ,,uwierzy¢”,
poniewaz sztuczna inteligencja potrafi tworzy¢ falszywe nagrania wygladajace jak
prawdziwe.
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2. Definicja deepfake (2 min)

o Deepfake to technologia oparta na sztucznej inteligencji, w ktérej algorytmy (sieci
neuronowe) analizuja setki, a nawet tysigce zdje¢ i nagran prawdziwej osoby, aby
wygenerowac fatszywy obraz, film lub glos, ktory wyglada 1 brzmi jak oryginat.

« Nazwa pochodzi od:
o deep learning (uczenie glebokie) — technologia stojgca za tym zjawiskiem,
o fake (falszywy).
e Cel: stworzy¢ nagranie tak realistyczne, ze trudno je odrézni¢ od prawdy.
3. Jak powstaje deepfake? (2—-3 min)
e Algorytm:

1. Zbiera dane — zdjecia, nagrania wideo, probki gtosu wybranej osoby (czesto
publiczne materialy z internetu).

2. Uczy si¢ mimiki, ruchéw ust, tonu glosu, aby je odtworzy¢.

3. Generuje nowy film lub nagranie audio, w ktorym osoba wyglada, jakby
mowita lub robita cos, czego nigdy nie powiedziata ani nie zrobita.

e Przyktad: stworzenie nagrania, w ktorym celebryta reklamuje produkt, ktorego nigdy
nie uzywal, albo polityk mowi cos$ kontrowersyjnego, cho¢ w rzeczywistosci tego nie
powiedzial.

4. Przyklady uzycia (2 min)
e Pozytywne / neutralne zastosowania:

o Rozrywka — filtry na TikToku, zamiana twarzy w filmach, dubbing w r6éznych
jezykach.

o Efekty specjalne w kinie (np. ,,odmtadzanie” aktorow w filmach).
¢ Negatywne / szkodliwe:

o Dezinformacja polityczna: falszywe przemowienia, ktore moga zmieniacé
opinie wyborcow lub destabilizowac sytuacje spoteczng.

o Podszywanie si¢ pod znane osoby: celebryci, politycy, ale tez znajomi — w celu
wyludzenia pienig¢dzy.

o Cyberprzemoc i szantaz: tworzenie fatszywych kompromitujacych materiatow,
aby kogo$ o$mieszy¢ lub zastraszyc.
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o Przestepstwa finansowe: np. spreparowane rozmowy gtosowe z dyrektorem
firmy nakazujace wykonanie przelewu.

5. Zagrozenia deepfake dla spoleczenstwa (2 min)

Zagrozenie dla demokracji: falszywe nagrania moga wptyna¢ na wyniki wyborow lub
wywotaé zamieszki.

Spadek zaufania do medidow: coraz trudniej odrézni¢ prawdg od fatszu — ludzie
zaczynajg watpi¢ hawet w prawdziwe nagrania.

Zniszczenie reputacji: spreparowane materialy moga zrujnowac zycie prywatne i
zawodowe niewinnych osob.

Bezpieczenstwo panstwa i firm: deepfake’y moga stuzy¢ do oszustw, szpiegostwa,
cyberatakow.

Psychologiczne skutki dla ofiar: poczucie wstydu, stres, depresja, Iek przed kolejnymi
atakami.

(Nauczyciel moze doda¢ krotkq fikcyjng historie np.: ,, W pewnym kraju rozestano film, w
ktorym premier oglasza kapitulacje w czasie konfliktu — nagranie byto fatszywe, ale wywotato
panike wsrod obywateli”).

6. Sygnaly ostrzegawcze deepfake (3—4 min)

2,42

Nauczyciel przedstawia ,,Karte 10 sygnalow ostrzegawczych deepfake’u”, omawiajac je na
przyktadach:

1.

2
3
4.
5
6
7

9.

Nienaturalne ruchy ust — stowa nie pasuja do ruchu warg.

. Nieréwne $wiatto na twarzy, dziwne cienie lub brak odbi¢ w oczach.

. Znieksztatcone lub rozmazane fragmenty obrazu, zwlaszcza przy ruchach gltowy.

Oczy, ktore nie mrugaja w naturalny sposob.
Opodzniony dzwigk w stosunku do ruchu ust.

Glos o metalicznym tonie, znieksztalcenia, ,,ciecia” w srodku zdania.
b 9

. Brak zrodta w wiarygodnych mediach — nagranie pojawia si¢ tylko w nieznanych

kanatach.

Tres¢ zbyt szokujaca, by byta prawdziwa — np. polityk obraza cate panstwo, celebryta
przyznaje si¢ do nielegalnych dziatan.

Nagranie szybko si¢ rozprzestrzenia, ale brak innych potwierdzajacych materiatow.

10. Brak dodatkowych dowodow (np. komunikatéw prasowych, relacji swiadkdéw).
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7. Podsumowanie (1 min)

o Deepfake to nie tylko zabawa z technologia — to takze zagrozenie dla prawdy,
reputacji ludzi 1 bezpieczenstwa spoleczenstwa.

o Dlatego zawsze trzeba sprawdzaé zrodta nagrania, nie ufa¢ materiatowi tylko dlatego,
ze ,,go widzimy” i korzysta¢ z narzedzi weryfikacji multimediow (fact-checking,
wyszukiwanie obrazem).

e Nauczyciel zapowiada, ze w kolejnej cze$ci lekcji uczniowie beda mieli okazje
sprawdzi¢ swoje umiejetnosci w rozpoznawaniu fatszywych nagran.

3. Cwiczenie grupowe — ,,Prawdziwe czy spreparowane?” (15-20 min)
1. Podzial na grupy i przygotowanie materialéw (2 min)

o Kilasa zostaje podzielona na 3-5 grup po 3—4 osoby.

o Kazda grupa otrzymuje zestaw 2 krotkich opisow nagran:

o 1 nagranie prawdziwe — autentyczne, potwierdzone wydarzenia lub fikcyjne
materiaty stworzone jako ,,wiarygodne”-
https://www.youtube.com/watch?v=bquB_pKPIYk

o 1 nagranie spreparowane (deepfake) — stworzone edukacyjnie, z widocznymi
cechami manipulacji (np. dziwne ruchy ust, brak zrodta, sztuczny gtos) —
https://www.youtube.com/watch?v=cQ54GDm1el 0

9,42

o Kazda grupa otrzymuje rowniez ,,Karte 10 sygnatow deepfake’u” jako narzedzie
pomocnicze w analizie.

Karta 10 sygnalow deepfake’u

(moze by¢ wydrukowana w formacie A4 i rozdana kazdej grupie)

10 sygnalow, ze nagranie moze by¢ deepfake:

Nienaturalny ruch ust — brak petnej synchronizacji z dzwigkiem.
Nierealistyczne mruganie oczu — zbyt rzadkie lub nienaturalne.

Dziwne cienie i o§wietlenie — $wiatlo na twarzy nie pasuje do tla.

Rozmycia lub artefakty obrazu — szczegolnie wokot ust i oczu.

Zmiana barwy glosu — glos brzmi ,,metalicznie” lub syntetycznie.

Brak plynnosci ruchéw — nagte przeskoki lub ,,slizganie si¢” elementéw obrazu.
Brak zrodla lub nieznane zrédlo nagrania — brak logotypow, daty, informacji o
autorze.

NookrowbdPE
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8. Zbyt idealny lub nienaturalny wyglad twarzy — brak zmarszczek, zbyt gtadka
skora.

9. Niepasujacy jezyk ciala — gesty lub mimika niezgodne z tre§cig wypowiedzi.
10. Presja czasu lub sensacyjny kontekst — nagranie pojawia si¢ nagle w sytuacji
kryzysowej.

2. Zadanie dla grup (12-14 min)
Krok 1 — Analiza nagran (5-6 min)
Uczniowie wspdlnie ogladaja lub analizuja kazde nagranie/obraz:
o Wskazuja podejrzane elementy:
o nienaturalne ruchy ust lub oczu,
o brak zrédta lub logo stacji informacyjne;,
o znieksztalcenia obrazu,
o nietypowy ton glosu lub op6znienie dzwigku,
o tre$¢ zbyt sensacyjna, aby byta prawdziwa.

(Uczniowie mogq zaznaczac te elementy kolorowym markerem na wydrukach lub zapisywac
na karcie analizy).

Krok 2 — Ocena prawdziwosci (3—4 min)
e Grupa decyduje, czy nagranie jest:
o prawdziwe,
o spreparowane (deepfake),
o trudne do oceny (jesli nie maja pewnosci).
e Podaja krétkie uzasadnienie, korzystajac z sygnatéw ostrzegawczych.
Krok 3 — Okreslenie mozliwego celu stworzenia nagrania (3—4 min)
e Uczniowie zastanawiajg si¢:
o Dlaczego ktos mégt stworzy¢ taki materiat?
o Czy celem mogto by¢:
= Wywotanie emocji (strachu, gniewu, $miechu),
= manipulacja polityczna,

= szantaz, oSmieszenie konkretnej osoby,
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= zyski finansowe (np. reklamy, oszustwo),
= cel humorystyczny lub rozrywkowy.

3. Tabela do analizy (do wypelnienia w grupie)

Nagranie Prawdziwe Jakie sygnaly Mozliwy cel Skad mozna by

n rg)] cov falszywes  OStrzegawcze stworzenia zweryfikowaé
y ywe: zauwazyliscie? deepfake’u nagranie?

1

2

4. Prezentacja wynikow (3-5 min)
o Kazda grupa omawia nagranie i przedstawia:
o swoja decyzje (prawdziwe/fatszywe),
o glowne sygnaly ostrzegawcze, ktore zauwazyli,
o mozliwy cel stworzenia nagrania,

o gdzie mozna sprawdzi¢ wiarygodno$¢ materiatu (np. Demagog.org.pl,
StopFake.org, wyszukiwanie obrazu wstecznego).

e Nauczyciel dopowiada brakujace elementy, wskazuje dodatkowe sposoby weryfikacji.
5. Podsumowanie ¢wiczenia (1-2 min)

o Nie kazde nagranie w sieci jest prawdziwe, a deepfake potrafi wyglada¢ bardzo
realistycznie.

e Aby nie da¢ si¢ oszukac:
o Analizuj szczegdty obrazu i dzwigku,
o Sprawdzaj zrodta i narzedzia fact-checkingu,

o Nie ufaj nagraniom tylko dlatego, ze wygladaja na prawdziwe.

4. Dyskusja: Czy mozemy ufa¢ temu, co widzimy w internecie? (8—10 min)
1. Cel dyskusji

e Pomdc uczniom zrozumie¢ wptyw deepfake na wiarygodnos$¢ informacji w sieci.
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e Rozwing¢ umieje¢tnos¢ krytycznej analizy nagran wideo i audio, nawet jesli wygladaja
one realistycznie.

e Wspolnie wypracowac zasady ostroznosci w korzystaniu z materiatdéw wizualnych
online.

2. Pytania do uczniow (do rozmowy w kregu lub metodg ,,$Snieznej kuli”)
1. Czy nagranie wideo zawsze jest dowodem prawdy?

o Jakie sytuacje mogg sprawi¢, ze film wprowadza w blad, nawet jesli wyglada
prawdziwie?

o Czy widzieliScie kiedy$ materiat w sieci, ktory okazat si¢ przerobka lub
zartem?

2. Jak deepfake wplywa na nasze zaufanie do informacji?

o Czy $wiadomos¢ istnienia deepfake’dw sprawia, ze trudniej jest nam wierzy¢
w prawdziwe wiadomosci?

o Czy moze to prowadzi¢ do zjawiska ,,nie wierz¢ w nic, co widze w
internecie”?

3. Dlaczego falszywe nagrania rozchodza si¢ szybciej niz sprostowania?
o Czyemocje 1 sensacja sprawiaja, ze szybciej klikamy ,,udostepnij”?

o Dlaczego sprostowania lub potwierdzenia faktow docieraja do mniejszej liczby
0s0b?

5. Jak mozemy si¢ chronié¢ przed oszustwami z uzyciem deepfake’ow?
o Jakie pierwsze kroki powinnismy zrobi¢, jesli zobaczymy szokujace nagranie?
o Czy zawsze trzeba wierzy¢ nagraniom przestanym przez znajomych?

o Jakie narzedzia lub strony moga pomodc w sprawdzeniu autentycznosci filmu
(np. Demagog.org.pl, StopFake.org, wyszukiwanie obrazu wstecznego)?

6. Czy w przyszlosci bedzie jeszcze trudniej odrézni¢ prawde od manipulacji
wizualnej?

o Jak rozw0j sztucznej inteligencji moze wplynac na nasza zdolnos¢
rozpoznawania fatszywych materiatoéw?

o Czy technologia fact-checkingu nadgzy za rozwojem deepfake’ow?

3. Techniki prowadzenia dyskusji
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e ,,Reka w gore — dwie strony”: nauczyciel zadaje pytanie ,,Czy nagranie wideo moze
by¢ dowodem prawdy?”” — uczniowie ustawiajg si¢ po stronie ,,tak” lub ,,nie” 1
argumentuja swoje stanowisko.

e Mapa mysli na tablicy: w centrum ,,Czy mozemy ufa¢ nagraniom w sieci?”’, wokot
argumenty ,,za” i ,,przeciw’’.

e Odwotanie do wczesniejszych ¢wiczen: nauczyciel nawigzuje do przyktadow
analizowanych w grupach — ktore cechy nagran sprawity, ze byty podejrzane?

4. Whnioski nauczyciela (podsumowanie 2—-3 min)

o Deepfake to potezne narz¢dzie manipulacji, ktére moze zmienia¢ nasze postrzeganie
rzeczywistosci.

o Nawet prawdziwe nagrania moga by¢ wyrwane z kontekstu lub uzyte wprowadzajaco,
dlatego ostroznos¢ jest konieczna zawsze, nie tylko przy deepfake’ach.

e Zasada zlotej ostrozno$ci:
o nie wierzymy nagraniu tylko dlatego, ze ,,widzimy je na wlasne oczy”,

o zawsze szukamy dodatkowych zrédet i potwierdzen (media, oficjalne
komunikaty, fact-checking).

o W erze sztucznej inteligencji krytyczne myslenie jest wazniejsze niz kiedykolwiek —
technologia moze oszuka¢ oczy i uszy, ale nie zastapi §wiadomego, analizujacego

odbiorcy.

o Udostegpniajac niesprawdzone nagrania, sami mozemy nie§wiadomie stac si¢ czescig
problemu dezinformacji.

5. Podsumowanie i refleksja (7 min)
Uczniowie konczg zdania:
e Zrozumialem/am, ze deepfake...”
o ,Najbardziej podejrzane w fatszywych nagraniach jest...”
e ,Zanim udostepni¢ film lub nagranie, sprawdze...”
o ,Najgrozniejsze w deepfake’u jest to, ze moze...”

Wspolna lista w klasie: ,,5 sposobow na wykrycie deepfake’u”, np.:
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Analizuj¢ szczegoty obrazu — 0czy, usta, cienie.
Sprawdzam zrodto nagrania w wiarygodnych mediach.
Szukam tej samej informacji w kilku niezaleznych zrodtach.

Nie ufam nagraniom, ktore wywotujg skrajne emocje i nie majg potwierdzenia.

o ~ w e

Korzystam z narz¢dzi do weryfikacji multimediéw (np. wyszukiwanie obrazu
wstecznego).

6. Slownik pojeé
Pojecie Definicja

Falszywe nagranie wideo lub audio stworzone za pomocg sztucznej

Deepfake . .. : ) :

P inteligencji, wygladajace jak prawdziwe.
Manipulacja o . .
wizualna Celowe zmienianie obrazu w celu zafalszowania rzeczywistosci.

Rozpowszechnianie falszywych tresci w celu wprowadzenia odbiorcow w

Dezinformacja blad.

. , . Sprawdzanie prawdziwos$ci materialow, zrodet 1 ich kontekstu w kilku
Weryfikacja tresci

miejscach.
Sygnaty Charakterystyczne elementy wskazujace, ze material wideo lub audio
ostrzegawcze moze by¢ spreparowany.

7. Przewodnik metodyczny dla nauczyciela
1. Przygotowanie do lekcji
e Wybor materialow:

o Korzystaj z fikcyjnych lub edukacyjnych przykladow deepfake’éw, aby
unikng¢ kontrowersji, naruszania dobr osobistych prawdziwych 0sob czy
wywotywania niepotrzebnych emocji.

o Unikaj tresci politycznych, religijnych, brutalnych lub o charakterze
kompromitujacym — materialy powinny by¢ neutralne i bezpieczne.

o Zadbaj 0 réznorodnos¢ formatow — krotkie klipy wideo, nagrania audio,
zrzuty ekranu, opisy sytuacji — aby pokazaé, ze deepfake moze przybierac
rozne formy.
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Przygotowanie techniczne:

o

Sprawdz dziatanie sprz¢tu (projektor, glo$niki) i materiatlow przed lekcja, aby
unikng¢ probleméw technicznych.

Upewnij si¢, ze wszystkie pliki wideo/audio sg zapisane offline, aby nie
korzysta¢ z potencjalnie niebezpiecznych zrodet internetowych w czasie lekc;ji.

2. Prowadzenie zajec

Whprowadzenie:

@)

Zacznij od przyktadow znanych uczniom (filtry z aplikacji, memy wideo,
przerobki gltosu) — to pozwoli im lepiej zrozumie¢, czym jest deepfake i jak
tatwo mozna zmieni¢ nagranie.

Zachecaj do dzielenia si¢ wlasnymi do§wiadczeniami, ale dbaj, aby nikt nie
czul si¢ oceniany za swoje odpowiedzi.

Mini-wyklad:

o

Stosuj prosty, zrozumialy jezyk, wyjasniajac pojecia techniczne (np. ,,sieci
neuronowe” — ,,program komputerowy uczacy si¢ na wielu zdjeciach, jak
wyglada twarz danej osoby”).

Wprowadzaj krotkie pytania do ucznidéw w trakcie wyktadu, aby utrzymac ich
uwage 1 aktywnos¢.

Cwiczenia:

o

Zadbaj, aby w kazdej grupie byl uczen, ktdry potrafi obstugiwa¢ komputer lub
tablice interaktywna, jesli analizujecie nagrania.

Daj uczniom narzedzia analizy (karta sygnalow ostrzegawczych deepfake’u,
lista pytan kontrolnych), aby praca w grupie byta tatwiejsza 1 bardziej
uporzadkowana.

Po ¢wiczeniach podkresl, ze trudno$é¢ w rozpoznaniu falszywego nagrania
jest czym$ normalnym — nawet eksperci si¢ myla.

3. Moderowanie dyskusji

Stosuj pytania otwarte: ,,Co o tym sadzicie?”, ,,Dlaczego tak myslisz?”, ,,.Czy ktos$
ma inng opinig¢?”.

Nie oceniaj odpowiedzi jako ,,dobrych” czy ,,ztych” — pokazuj, ze kazde zdanie jest
punktem wyjscia do analizy.

Jesli w klasie pojawi si¢ przyklad z prawdziwego zycia, upewnij si¢, ze jest
opowiedziany w sposob neutralny i nie krzywdzi osob trzecich.
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Podkresl, ze deepfake to technologia, a nie blad ofiary — kazdy moze zosta¢
oszukany, dlatego warto uczy¢ si¢ mechanizmow rozpoznawania manipulacji.

4. Bezpieczna atmosfera

Ustal zasadg: ,,Nie wySmiewamy cudzych opinii, nie oceniamy os6b, ktore kiedys
daly si¢ nabrac¢”.

Jesli uczen opowie o wlasnym doswiadczeniu (np. kliknigcie w fatszywe wideo),
podziekuj za odwage, zamiast krytykowac jego zachowanie.

Zadbaj, aby materialy analizowane w klasie nie byly drastyczne, agresywne czy
kompromitujace, nawet fikcyjnie — chodzi o nauke analizy, nie wywotywanie
nieprzyjemnych emaocji.

5. Cel wychowawczy i kluczowe przeslania lekcji

Krytyczne myslenie: Uczniowie powinni zrozumie¢, ze nagranie nie zawsze jest
dowodem prawdy, a technologia moze bardzo realistycznie manipulowaé obrazem i
dzwigkiem.

Ostroznos$¢ w internecie: Udostepnianie niesprawdzonych materialdow moze

przyczynic¢ si¢ do szerzenia dezinformacji i szkodzi¢ innym.

Swiadome korzystanie z mediéw: Warto weryfikowaé tresci w kilku Zrodtach,
korzysta¢ z portali fact-checkingowych, szuka¢ potwierdzen w wiarygodnych
mediach.

Empatia: Deepfake czesto jest narzedziem cyberprzemocy — nalezy reagowaé, gdy
kto$ jest ofiarg falszywych nagran.

6. Rozszerzenia lekcji

Zadanie domowe: Uczniowie szukaja informacji o przypadkach uzycia deepfake w
$wiecie (np. w polityce, reklamie, filmie) i oceniajg ich wplyw na odbiorcow.

Plakat klasowy: ,,5 zasad ostroznosci przy nagraniach w internecie” — tworzony
wspolnie, aby utrwali¢ wiedze.

Mini-projekt: Przygotowanie krotkiej kampanii edukacyjnej dla innych uczniéw
szkoty — jak rozpoznawac¢ deepfake i nie da¢ si¢ oszukac.

Zrédla naukowe i edukacyjne
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« EDMO - European Digital Media Observatory
https://edmo.eu
— europejskie centrum wiedzy o dezinformacji, zawiera raporty i analizy dotyczace
nowych form manipulacji wizualnej, w tym deepfake'oéw.

e EUvsDisinfo — projekt Europejskiej Stuzby Dzialan Zewnetrznych
https://euvsdisinfo.eu
— baza analizowanych przypadkow dezinformacji, w tym spreparowanych materiatow
wideo, narzedzia edukacyjne dotyczace rozpoznawania fatszywych tresci.

« EDMO Taskforce on Al and Disinformation (2023)
https://edmo.eu/research/ai-disinformation-taskforce
— raporty i rekomendacje UE dotyczace zagrozen wynikajacych z uzycia sztucznej
inteligencji w tworzeniu fatszywych nagran.

e« UNESCO - Media and Information Literacy Curriculum for Teachers
https://unesdoc.unesco.org/ark:/48223/pf0000192971
— program edukacyjny dla nauczycieli na temat krytycznego myslenia i analizy
materialdow medialnych, w tym manipulacji audiowizualnych.

e Polskie zrédla fact-checkingowe
Demagog.org.pl — najwiekszy polski portal fact-checkingowy
https://demagog.org.pl
— analizy falszywych tresci, w tym przyktadow spreparowanych nagran i poradniki
weryfikacji materiatdw multimedialnych.

CzesKkie i stowackie zrodla

e Manipulatori.cz
https://manipulatori.cz
— czeski portal edukacyjno-analityczny specjalizujacy si¢ w tropieniu manipulacji, w
tym materialow deepfake wykorzystywanych w kampaniach dezinformacyjnych.

o Demagog.cz
https://demagog.cz
— czeski odpowiednik polskiego Demagoga, zawiera analizy nagran wideo uzywanych
do manipulacji opinig publiczng.

o Demagog.sk
https://demagog.sk
— stowacki portal fact-checkingowy, edukacyjne materiaty dotyczace fake newsow i
nowych form manipulacji cyfrowe;j.

o Infosecurity.sk — Institit pre bezpec¢nostnu politiku
https://infosecurity.sk
— analizy zagrozen informacyjnych, raporty o dezinformacji wideo i falszywych
nagraniach w regionie Europy Srodkowo-Wschodniej.

Ukrainskie zrodla
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StopFake.org

https://www.stopfake.org

— ukrainski portal walczacy z dezinformacja, w tym analizujacy spreparowane
nagrania, fatszywe filmy wojenne i manipulacje audiowizualne w internecie.

QOB
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